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Sponsored Online Advertising

Query

User portrait

Ad

… …

Click-through Rate

High-dimensional sparse vectors (1011 dimensions) 

CTR = 
#𝐶𝑙𝑖𝑐𝑘−𝑡ℎ𝑟𝑜𝑢𝑔ℎ𝑠

#𝐼𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛𝑠
× 100%

Neural Network



A Visual Illustration of CTR Models



MPI Cluster Solution
Distributed Parameter Server



Wait! Why do We Need Such a Massive Model? 



Hashing For Reducing CTR Models 
One permutation + one sign random projection (work done in 2015)

1. Hashing + DNN significantly improves over LR (logistic regression)!

2. A fine solution if the goal is to use single-machine to achieve good accuracy!

Image search ads 

is typically a small 

source of revenue



Hashing For Reducing CTR Models
One permutation + one sign random projection (work done in 2015) 

1. Even a 0.1% decrease in AUC would result in a noticeable decrease in revenue

2. Solution of using hashing + DNN + single machine is typically not acceptable

Web search ads 

use more features 

and larger models 



MPI Cluster Solution
Distributed Parameter Server

10-TB model parameters Hundreds of computing nodes

Hardware and maintenance cost

Communication cost



But all the cool kids use GPUs!

Let’s train the 10-TB Model with GPUs!



Hold 10 TB parameters in GPU?



Only a small subset of 

parameters in the 

embedding layer is used 

and updated in a batch

A few hundreds of non-zeros



Only a small subset of 

parameters in the 

embedding layer is used 

and updated in a batch

A few hundreds of non-zeros

The working parameters can 

be held in GPU High 

Bandwidth Memory (HBM)



GPU Computing Node Architecture



Solve the Machine Learning Problem in a System Way!
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Stochastic Quantization

• A quantization range [−𝑤,𝑤] 

• Divide it into 2𝑏 bins of equal length △. 𝑏 is the bit number

• △ = 2𝑤/(2𝑏 − 1)

• Fixed quantization:

• Stochastic quantization:

• x = 1.8, △ = 1

• Qf (x) = 2          

• Qs (x) =   
2    80%

1    20%



Prediction Performance



Experimental Evaluation

• 4 GPU computing nodes

• 8 cutting-edge 32 GB HBM GPUs

• Server-grade CPUs with 48 cores (96 threads)

• ∼1 TB of memory

• ∼20 TB RAID-0 NVMe SSDs

• 100 Gb RDMA network adaptor



Experimental Evaluation



Execution Time



Price-Performance Ratio

• Hardware and maintenance cost: 1 GPU node ~ 10 CPU-only nodes

• 4 GPU node vs. 75-150 CPU nodes



AUC



Scalability



Conclusions
• We introduce the architecture of a distributed hierarchical GPU parameter server for 

massive deep learning ads systems.

• We perform an extensive set of experiments on 5 CTR prediction models in real-
world online sponsored advertising applications. 

• A 4-node hierarchical GPU parameter server can train a model more than 2X faster 
than a 150-node in-memory distributed parameter server in an MPI cluster. 

• The cost of 4 GPU nodes is much less than the cost of maintaining an MPI cluster 
of 75-150 CPU nodes. 

• The price-performance ratio of this proposed system is 4.4-9.0X better than the 
previous MPI solution. 


