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HW 4: Approximate Nearest Neighbor Search

• Find one sufficiently similar base vector for each query 

• The first line of the input file contains 4 numbers: D N M T

• D is the number of dimensions

• N is the number of base vectors

• M is the number of queries

• T is the target similarity for each query.

• The following N lines are base vectors. Then M lines of queries.

• For each query, output one index (zero-based) for base vector.

• For at least 50% queries, the similarity should be at least T.



HW 4: Approximate Nearest Neighbor Search

• No 3rd party code is allowed.

• 10  test cases. Each case weights 1 pt.

• The compilation is considered failed if it does not finish in 5 minute.

• A test case is considered incorrect if it does not finish in 3 minutes.

• Correct GPU solutions will get 5 pts bonus.

• The summation of the execution time across 10 cases will be used to 
rank correct solutions.



Testing Environment

• ssh yourusername@granger.cs.rit.edu

• Intel(R) Xeon(R) CPU E5-2650 v4 @ 2.20GHz

• 48 threads in total (2 sockets, 12 cores per socket, 2 threads per core)

• 251 GB memory

• GPU: Tesla P4

• Testing limit:

• 8 threads taskset -c

• 2 GPU



Approximate Nearest Neighbor Search

• Tree

• Hashing

• Quantization

• Graph



K-D Tree

https://en.wikipedia.org/wiki/K-d_tree



Locality-Sensitive Hashing (LSH)

• Random Projection

• MinHash

• Consistent Weighted Sampling



Quantization

• Map high dimensional vector to low dimensional integer

• K means

• Product Quantization (PQ)



Graph-Based ANN

• Hierarchical Small 
World Graph (HNSW)

• Search ON Graph 
(SONG)

• BipartitE Graph Indices 
(BEGIN)


