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Companion reading: 
Chapter 15 of Deep Learning textbook





THE SPACE OF NEURAL ARCHITECTURES
On the plethora of model structures…



http://www.asimovinstitute.org/neural-network-zoo/

Deep zoo!



http://www.asimovinstitute.org/neural-network-zoo/



What is Representation Learning?
• Learn features automatically

– Find a transformation of raw data input to a representation / space 
that can be effectively exploited in machine learning tasks

• Can be viewed as complementary to machine learning 
– “Automatic” pre-processing (or automated feature engineering)

• What makes one representation better than another?
– Good representation = one that makes a subsequent learning task 

easier (choice of representation depends on the choice of 
subsequent learning task)

Sensor Learning
algorithm

Feature 
Representation



Why?
• Intelligent systems need:

– Knowledge (constraints/priors)
– Learning (optimization/search)
– Generalization 

(guessing where probability mass concentrates)
– Ways to fight off curse of dimensionality 

(exponentially many configurations of variables to consider)
– Needs to disentangle underlying explanatory factors 

(making sense of data)



useful

(Courtesy of Yoshua Bengio)



(Courtesy of Yoshua Bengio)



Computer Vision is Hard



How is Computer Perception Done?

Image Low-level
vision features

Recognition

Low-level state
features Action

Helicopter

Audio Low-level
audio features

Speaker
identification

Object 
detection

Audio 
classification

Helicopter 
control 



How is Computer Perception Done?

Image Low-level
vision features

Recognition

Low-level state
features Action

Helicopter

Audio Low-level
audio features

Speaker
identification

Object 
detection

Audio 
classification

Helicopter 
control 

Problems of hand-tuned features
1. Needs expert knowledge

2. Time-consuming and expensive
3. Does not generalize to other domains



Representation = 
set of transforms 
w/in ANN

Linear 
classifier/regressor

In the context of a deep ANN:
Training w/ supervised criterion 
naturally leads to representation 
at every hidden layer (moreso 
near top hidden layer) taking on 
properties that make 
discriminative/task-centric 
learning easier



(Courtesy of Yoshua Bengio)



(Courtesy of Yoshua Bengio)



The Problem of Representation Learning
• Representation learning problems face trade-off between preserving as 

much information about input (as possible) and attaining nice 
properties
– Models (supervised or unsupervised) have main training objective but learn a 

representation as a “side effect”

• Offers pathway to facilitate semi-supervised learning
– Hypothesis: unlabeled data can be used to learn a good representation



The Problem of Representation Learning
• Representation learning problems face trade-off between preserving as 

much information about input (as possible) and attaining nice 
properties, e.g., might want things like independence of detectors

• Often add constraints to shape representation in some cases
– Density estimation – encourage elements of representation/latent vector  z to be 

independent (distributions w/ more independencies are easier to model)



Representations Can Be Acquired 
through Multi-Task Learning



Representations Can Be 
Acquired by Mapping 
Across Encodings of 

Modalities/Variable Sets



36

QUESTIONS?



Unsupervised Feature Learning

Find a better way to represent images (or low-level data 
in general) than pixels (or low-level/raw sensory features).
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