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Companion reading: 
Chapter 6-8 of Deep Learning textbook



Artificial Neural Networks (ANNs): Neurobiological Motivations

 Human brain = a good candidate learning 
algorithm
 Evidence of layered architectures in neuro-

scientific research (i.e., cortical structures)

 Early success of specialized yet deep 
architectures
 Convolutional Networks, NeoCognitron



Most of machine learning models can be viewed as 
a type of ANN…if you squint hard enough…









Reverse Mode Differentiation
• Application of the chain-rule from 

(vector) calculus
• Can view ANNs at level of processing 

elements (PEs)—neuronal graph
– Follow dot-arrow diagram to get partial 

derivative scalars
– Limited flexibility, but simple to 

understand
• Can view this at lowest level—

computation graph
– Follow graph of operators & get partial 

derivatives using sub-rules (sum rule, 
product rule, etc.)

– Highly flexible
– Tools that do this:

• Theano:  
http://deeplearning.net/software/theano/

• TensorFlow:  https://www.tensorflow.org/
Deep calculus!



Approaches to Differentiation



The Finite Difference Method

9



Backpropagation of Errors

10
Just a lil bit of white 
board time!



The Vanishing Gradient Problem
• Solving credit assignment problem with back-

propagation too difficult
– Difficult to know how much importance to accord to  

remote inputs (Bengio et al., 1994)
– Information passed through a chain of multiplications  

back through network
• Any value slightly less than 1 in hadamard product, and  

derivative signal quickly shrinks to useless values (near zero)
– Learning long-term dependencies in temporal  

sequences becomes near impossible
• Complementary problem: Exploding gradients

– Any value greater than 1 in hadamard, derivative signal  
increases dramatically (numerical overflow)



Random Parameter Initializations
• Classical approaches

– Sample from ~U(-a, a), where is a small scalar
– Sample from ~N(0, a), where is a small standard deviation

• Fan-in-Fan-out (number inputs, number output)
– Calibrate by variances of neuronal activities

• Simple distributional schemes
– Fan-in/Fan-out Uniform
– Fan-in/Fan-out Gaussian  (good for ReLU activations)

• Orthogonal Initialization
– Use Singular Value Decomposition (SVD) to find initial weights

• Identity Initialization / Constraint (for RNNs)
– Does not always work unless constraint is enforced

• Or other intelligent methods?
– Greedy layer-wise pre-training (we will go over this later in the course!)
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QUESTIONS?



Extra Content
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